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ABSTRACT
Computer Generated Forces (CGFs) refer to the simulation
models of combat entities. While the holy grail of CGFs is
the realistic reflection of the entities, it is difficult to achieve
since the model is often too sophisticated to be replicated.
Traditional models which translate field manuals to descrip-
tive models generally produce reliable behaviors, but con-
cern about being brittle in undescribed or unexpected situ-
ations is still remaining. In this respect, automated planning
approaches can produce robust behaviors for dynamic situ-
ations, but the computational resource is too demanding to
compute full-scale solutions. This paper proposes a multi-
level behavior modeling approach that adopts the knowledge
engineering approach to describe high-level tactical behav-
ior rules and the automated planning approach to compute
low-level combat actions in dynamic combat situations. We
show that this two-level approach ensures reliable behaviors
with moderate computation time.
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1. INTRODUCTION
Combat simulations require behavior models of combat

entities, such as weapon systems and human soldiers, which
are referred to as Computer Generated Forces (CGFs). As a
complex multiagent model, CGF model can be useful for es-
timating the military policy making if it describes agents’ be-
havior realistically and reflects interactive behaviors among
agents including both mechanical and interpersonal skills [5][6].

Ideal CGF models should generate realistic behavior with
sophistication. On the other hand, we should be aware of
computational resource requirements to replicate the simu-
lation for testing statistical analyses. The objective of our
work is to seek the balance of the realism and the efficiency
through the multi-level behavior modeling approach.

The traditional approach to CGFs can be characterized
as a knowledge engineering approach [7]. This approach
mostly relies on subject-matter experts and field manuals to
build an explicit set of behavioral rules for CGFs. Admit-
ting successes in this rule-based modeling, there has been
a persistent concern about the limitation of describing the
complex human behaviors in every detail. There exists a
combined battle framework of mission and engagement level
models [3], but lower level model of this framework still fo-
cuses on the desciption of military doctrine in depth.

A recent alternative is a decision-theoretic modeling, e.g.
Markov Decision Processes (MDP) [1]. If the MDP model
has realistic state transitions and a suitable reward function,
this approach should result in a rational behavior model, but
computation takes significant time hindering replication.

This paper proposes a hybrid approach that combines
the best of the two worlds. Specifically, we adopt a two-
level hierarchical model where the high-level strategic be-
haviors are encoded as a Discrete Event Systems Specifi-
cation (DEVS) [9] and the low-level tactical actions are ob-
tained from a Partially Observable Markov Decision Process
(POMDP) planner [8]. We develop a combat simulation by
following this hybrid approach, and present the simulation
result highlighting realistic combat actions.

2. DEVS-POMDP HYBRID MODELING
The CGFs inherit the basic structure and characteristics

of agents (Fig. 1). They have a decision-making module
to exhibit autonomous combat behavior under limited per-
ception of the environment and limited scope of action to
interact with other models. Our hybrid modeling mainly
expand the decision-making module with a hierarchy of mul-
tiple levels. The upper level handles the tactical guidelines
that CGFs are bounded. The lower level models the rational
combat actions constrained by the guidelines. This can be
thought of as a hierarchical planner [2] with adaptation to
the application of agent-based simulations.

The upper-level decision-making takes role to show trained
behavior following the field manuals. Despite the ambigu-
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Figure 2: (Leftmost) Combat scenario of interests, (Left) Maneuver agents and magnified view of V-shaped
formation of a fire team, (Right) Formation violation penalty that is low when V-shaped fire team formation
is better maintained, (Rightmost) Comparison of standalone and hybrid simulation combat outcomes

Figure 1: Architecture of Combat Simulator

ous guideline about combat actions, the description at the
tactical level is complete enough to constrain the agents to
behave within the tactical guidelines. We use DEVS, a for-
mal model for discrete event systems (DESs). DEVS de-
fines the system behavior using state transition tables by a
DEVS atomic model, and supports modular and hierarchical
specification of complex behaviors by DEVS coupled model.
Benefit of using DEVS is a clear and formal specification
of what the agent does in which events, allowing us to tran-
scribe the doctrines relatively easily. In our implementation,
the model is represented by the DEVSML and the model is
executed using DEVSim++.

Fig. 3 is Maneuver DEVS atomic model. This model
transfers the maneuver information from soldier agent to be-
havior planner (control and observation message) and vice
versa (planned action to be done).

Figure 3: DEVS Diagram of Manuever Model

The lower-level decision-making fills in the detailed com-
bat behavior. We use POMDP, a model for automated plan-
ning in partially observable and stochastic environments.
Though it provides a rigorous mathematical framework for

(1) Define nominal belief-state sequence (b̂0, ... ,b̂H−1)

(H: given planning horizon. b̂0 = b)

b̂t+1 = Φ(b̂t, at)
where Φ : nominal belief state update assuming

(2) Define approximate value function

V∗(b) ≈
H−1∑
i=0

R(b̂i, ai, b̂i+1)

(3) Optimize over action sequence (a0, ..., aH−1)

Table 1: Pseudo-code for NBO algorithm

planning, it is known to be computationally intractable.
We used Relational Dynamic Influence Diagram Language
(RDDL) to represent the combat tasks and Nominal Be-
lief Optimization (NBO) algorithm [4] to compute approxi-
mately optimal combat actions. Table 1 is the pseudo code
for NBO algorithm. It gets the action list (a0, ..., aH−1) given
from belief state b. Then it calculates the reward function
with sampled next belief states to choose the proper action.

3. BATTLE EXPERIMENTS
Our combat scenario consists of 150 agents (90 blues and

60 reds). The maneuver paths of three platoons are illus-
trated in Fig. 2 (Leftmost). These paths are tactical deci-
sions modeled in DEVS, and at the higher resolution, we
modeled the V-shaped formation in POMDP. Fig. 2 (Left)
shows Matlab visualization results of maneuver paths and
formation of teams adjusted by POMDP. In contrast to the
standalone model, the hybrid model was better at keeping
the formation with less amount of modeling effort (Fig. 2
(Right)). Other tactical missions such as engagement with
rifles were also modeled using the DEVS-POMDP hybrid
approach in a similar fashion. Fig. 2 (Rightmost) depicts
that these hybrid models resulted in significant changes to
the final battle outcomes compared to the standalone model.

4. CONCLUSIONS
We presented a DEVS-POMDP hybrid approach to mod-

eling CGFs in military simulations. The advantages of our
approach are (1) DEVS effectively restricts the search space
for the POMDP planner for efficient planning, (2) DEVS
does not need micro-details on which action to execute in
every situation since the POMDP planner takes the respon-
sibility of filling in low-level actions, and (3) the overall
behavior is guaranteed to be consistent with the high-level
strategy specification which is important for verification and
validation purposes.
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