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Abstract
The aim of this study is to predict acute coronary syndrome (ACS) requiring revascularization in those patients presenting early-
stage angina-like symptom using machine learning algorithms. We obtained data from 2344 ACS patients, who required
revascularization and from 3538 non-ACS patients. We analyzed 20 features that are relevant to ACS using standard algorithms,
support vector machines and linear discriminant analysis. Based on feature pattern and filter characteristics, we analyzed and
extracted a strong prediction function out of the 20 selected features. The obtained prediction functions are relevant showing the
area under curve of 0.860 for the prediction of ACS that requiring revascularization. Some features are missing in many data
though they are considered to be very informative; it turned out that omitting those features from the input and using more data
without those features for training improves the prediction accuracy. Additionally, from the investigation using the receiver
operating characteristic curves, a reliable prediction of 2.60% of non-ACS patients could be made with a specificity of 1.0. For
those 2.60% non-ACS patients, we can consider the recommendation of medical treatment without risking misdiagnosis of the
patients requiring revascularization. We investigated prediction algorithm to select ACS patients requiring revascularization and
non-ACS patients presenting angina-like symptoms at an early stage. In the future, a large cohort study is necessary to increase
the prediction accuracy and confirm the possibility of safely discriminating the non-ACS patients from the ACS patients with
confidence.
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Introduction

Acute coronary syndrome (ACS) is a disease in which throm-
bosis occurs due to rupture or erosion of a vulnerable athero-
ma, resulting in a sudden closure of the lumen of the coronary
artery resulting in myocardial ischemia or necrosis. Therefore,

rapid revascularization of obstructive coronary arteries within
the recommended time is very important to improve prognosis
in patients with ACS. However, in reality, revascularization of
coronary arteries is delayed due to various reasons such as
diagnostic dilemma, which is an important reported risk factor
for the poor prognosis of ACS patients [1–3].
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In this study, we use a predictive model using a machine
learning algorithm to predict whether those with acute chest
pain visiting an outpatient clinic or emergency room are the
patients with ACS requiring immediate reperfusion of their
coronary arteries.

The difference of this study from previous studies are as fol-
lows. Most of the previous studies predicted the clinical out-
comes of patients after revascularization of coronary arteries,
and most of them used information such as myocardial enzyme
levels and electrocardiogram (ECG) at the time of admission [4].
In this study however, using a machine learning diagnostic tech-
nique, we can predict whether patients have ACS requiring im-
mediate revascularization based only on the patients’ basic min-
imal information such as blood pressure, heart rate, past medical
history, and laboratory findings in the absence of chest pain.

Methods

Study population

We analyze 9539 patients who underwent CAG for chest pain at
Korea University Guro Hospital from January 2004 to
May 2014. ACS is defined as coronary artery disease (CAD)
requiring revascularization for acute myocardial infarction (MI)
and unstable angina, and non-ACS is defined as CAD treatable
by medication alone with no evidence of significant stenotic
lesion. Exclusion criteria are defined as advanced heart failure
(New York Heart Association functional class III or IV) or stage
4 and 5 chronic kidney disease (e-GFR< 30 ml / min / 1.73m2)

or stable angina. A total of 5882 patients are finally enrolled,
among them, 2344 patients are considered to be in the ACS
requiring revascularization group and 3538 patients are consid-
ered as the non-ACS group (Fig. 1).

The standard algorithms, SVMs and LDA, are used for
prediction, and the classification performance of ACS requir-
ing revascularization is reported along with analysis of the
selected features. The study protocol was approved by the
institutional review board at Korea University Guro Hospital.

Experiments with data

In this study, we select features for developing a predictivemodel
of ACS according to the globally accepted guidelines and prior
literature. In the guidelines of the American Society of
Cardiology and the European Society of Cardiology, age and
gender; the patient’s heart rate and blood pressure (BP), clinical
history of cardiovascular disease, and past medical history were
used for the clinical decision making of ACS [5, 6]. And these
features were used in tools of early risk stratification of ACS,
such as TIMI (Thrombolysis InMyocardial Infarction), GRACE
(Global Registry of Acute Coronary Events), EMMACE
(Evaluation of Methods of Management of Acute Coronary
Syndrome) and GUSTO (Global Utilization of Streptokinase
and Tissue Plasminogen Activator for Occluded Coronary
Arteries) [7]. These features are listed in Table 1: two epidemio-
logical data (gender, age), three clinical data at admission to the
emergency department or outpatient clinic (systolic BP, diastolic
BP, heart rate), eleven past medical history features (history of
coronary artery disease, myocardial infarction, coronary artery

Fig. 1 Flow chart of study
population

253 Page 2 of 8 J Med Syst (2019) 43: 253



bypass graft, percutaneous coronary intervention, hypertension,
diabetes mellitus, dyslipidemia, cerebrovascular disease, history
of smoking, and current smoking, and four laboratory data before
presenting chest pain (total cholesterol, low density lipoprotein
cholesterol, high density lipoprotein cholesterol, triglyceride).
The classification is performed using two different feature sets:
The first set includes all 20 features consisting of epidemiological
data, clinical data, medical history, and laboratory data, and the
second set consists of 16 elements without four of the laboratory
data features. Because laboratory data have many missing ele-
ments, the number of patients with ACS requiring revasculariza-
tion and the non-ACS patients are 884 and 2738, respectively for
the first set without any missing elements, while the number of
patients in each group to 2311 and 3527, respectively for the
second set.

Statistical method

The classification is performed using SVMs and LDA [1], which
are the standard classification methods in machine learning; the
SVM classifier uses the boundary with the largest margin to both
competing classes, and the solution is obtained using convex
optimization; kernel methods are powerful methods used with
the SVMs to make a nonlinear boundary [8]. Data are divided
into training and testing sets for five-fold cross validation, and the

classification is performed using data without any missing fea-
tures. After removing the data containingmissing features, small-
er sets (884 for ACS and 2728 for non-ACS) are used with all 20
features, and larger sets (2311 for ACS and 3527 for non-ACS)
are used with those excluding the four laboratory data features
because many elements are missing in laboratory data features.

For treating missing data, imputation is performed using the
information in the data, and the result is compared with those
obtained from the training with fewer but unmodified data with
nomissing features.We use the twomostwell-known imputation
methods: nearest neighbor imputation and the mean imputation
[9, 10]. Nearest neighbor imputation uses the element of the
nearest datum among the identically-labeled data in terms of
the Euclidean distance using the remaining non-missing ele-
ments. Mean imputation uses the mean of the element in all the
identically-labeled data. Nearest neighbor imputation uses the
local information near the point, while the mean imputation uses
the global information. Both imputations are relevant when the
missing element has either a strong (nearest neighbor) or weak
(mean) correlation with the non-missing elements.

Finally, we investigate the learned parameters of LDA to
show the covariance structure of the class-conditional data
how co-occurrence patterns of the features can be used for
prediction in the selected 20 features. LDA finds the linear
boundary considering the mean and the covariance

Table 1 Features for analysis

Features

Epidemiological data 1 Gender

2 Age

Clinical data at emergency department or outpatient clinic 3 Systolic BP

4 Diastolic BP

5 HR

Past medical history before presenting chest pain 6 CAD

7 MI

8 CABG

9 PCI

10 Hypertension

11 DM

12 Hyperlipidemia

13 CVA

14 PCI

15 History of Smoking

16 Current smoking

Laboratory data before presenting chest pain 17 TC

18 LDL- cholesterol

19 HDL-cholesterol

20 TG

BP, Blood Pressure; CABG, Coronary Artery Bypass Graft; CAD, Coronary Artery Disease; CVA, Cerebrovascular Accidents; DM, Diabetes Mellitus;
HDL, High Density Lipoprotein; HR, Heart Rate; LDL, Low Density Lipoprotein; MI, Myocardial Infarct; PCI, Percutaneous Coronary Intervention;
TC, Total Cholesterol; TG, Triglyceride
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configurations for all classes. For LDA with two classes, the
separation is maximized with a generative model where each
class is a Gaussian having identical covariance structures. The
orthogonal direction to the boundary is considered as the one-
dimensional subspace with discriminative information from
LDA, and the classification is performed after the projection
onto this one-dimensional subspace, which can then be inves-
tigated. For comparison, the projected data on this subspace
are also shown onto the direction of the mean difference. The
feature weights in LDA are shown because they represent the
relative contribution of the features to the discrimination. The
individual content of the discriminative information can be
obtained from the mean difference of the normalized data with
unit variance for each feature. The difference between the
weight vector in LDA and the mean difference vector is due
to the correlation between features, which can amend the
mean difference vector to obtain a more robust LDA discrim-
inating direction.

Results

Table 2 shows the five-fold cross validation results using
support vector machines (SVMs) and linear discriminant
analysis (LDA). Both algorithms show a similarly high
prediction area under the ROC curve (AUC), and the best
AUC of 0.860 was acquired using SVMs with the mean
imputation. The first feature set includes the data with no
missing elements for all features, and the second feature
set contains features without laboratory data. Laboratory
data have many missing elements, and the second set in-
cludes 2311 and 3527 data for ACS and non-ACS, respec-
tively, compared with 884 and 2738 in the first set.
Imputation further increases the number of available data,
but at the same time, the imputed data inevitably distort
the information in the true underlying data-generating dis-
tributions producing a bias on the predicted results. The
exact effect on the bias resulting from those imputation
methods should be further investigated.

Figure 2 shows the ROC curves for the experiments using
SVMs and LDA for the eight experiments listed in Table 2.

The SVM results with mean imputation show the best out-
come in terms of AUC, but more actionable information
comes from the prediction with the second set (no laboratory
data). According to the detailed figure shown in the bottom-
left corner of the ROC curve in Fig. 2, information frommany
data successfully achieves high specificity with SVMs; a clas-
sifier could be made which would predict 2.60% of the non-
ACS patients correctly but would successfully predict all ACS
patients. By using this classifier, 2.60% of non-ACS patients
would not have to undergo an unnecessary coronary artery
angiography (CAG). Otherwise, considering the fatal risk of
ACS, CAG would be performed automatically regardless of
their diagnosis classification.

Figure 3a and b shows the plot of data of the first
set along the directions of LDA and the mean difference.
The figures show the two-dimensional subspace of the 20-
dimensional data space, and the horizontal axis shows the
directions of LDA (Fig. 3a) and the mean difference (Fig.
3b). Both figures show that both directions separate data
with some amount of overlap. The LDA direction is ob-
tained considering the discriminative information as well
as the correlation effect between features, while the mean
difference direction represents only the discriminative in-
formation of each feature individually.

Figure 3c shows the weight vector elements which
make the LDA discriminant direction (yellow bar) and
their absolute values (blue plot) to represent the amounts.
The position of the yellow bar shows whether the element
tends toward ACS (positive) or non-ACS (negative).
Figure 3d shows the elements of the mean difference vec-
tor (yellow bar) and their absolute values (blue plot). The
difference of Fig. 3c from 3d represents the effect of cor-
relation when we consider the multivariate information as
a whole for discrimination. According to both figures, age
and systolic blood pressure (BP) are the most important
features for the discrimination of ACS and non-ACS. By
considering the correlation among features, the age and
systolic BP contribution is emphasized even more. In
Fig. 3d, low density lipoprotein (LDL)-cholesterol alone
cannot be used for discriminating, but as in Fig. 3c, LDL-
cholesterol strongly contributes to positively to discrimi-
nating ACS when it is considered along with other fea-
tures. In Fig. 3c, the effect of diastolic BP and past med-
ical history of coronary artery disease (CAD), myocardial
infarction (MI), coronary artery bypass graft (CABG), and
percutaneous coronary intervention (PCI) are significantly
reduced. The set of significant features contributes to the
discrimination differently from the features utilized indi-
vidually; when the features are used together using the
correlation information between them, the important fea-
tures can be obtained for the prediction of ACS requiring
revascularization even with features which are considered
to be noise when analyzed individually.

Table 2 Area under receiver operating characteristic (ROC) curve for
classification

SVMs LDA

1st feature set (with laboratory data) 0.800 ± 0.003 0.798 ± 0.004

2nd feature set (without laboratory data) 0.797 ± 0.004 0.781 ± 0.005

Nearest neighbor imputation 0.800 ± 0.005 0.784 ± 0.006

Mean imputation 0.860 ± 0.004 0.828 ± 0.004

SVMs, Support Vector Machines; LDA, Linear Discriminant Analysis
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Discussion

In this study, we used machine learning algorithms to predict
patients with ACS requiring immediate coronary intervention
through only basic patient information before admission. The
most encouraging result was that the predictive value was
86.0%, even though the myocardial enzyme and ECG at the
time of admission were excluded.

In our research, we predicted ACS using machine learn-
ing with a focus on the tradeoffs between the size and the
quality of data. If we compare the first and the second
datasets in Table 2, the first set includes all features which
are considered to be relevant, but the number of data is
small when used without any missing elements. On the
other hand, the second dataset excludes the laboratory data
features which are the cholesterol and triglyceride (TG)
information because they have many missing elements.
As a result, the number of data for the second set is 3622
(884 for ACS and 2738 for non-ACS) compared with the
size of the first set, which are 5838 (2311 for ACS and
3527 for non-ACS). The prediction performance of the
first set is better in terms of the AUC, but the actionable
information comes from the SVM prediction with the sec-
ond set. About 2.6% of the non-ACS patients were correct-
ly classified (true negative) and there was no misclassifi-
cation of ACS patients (no false negative). Based on the
prediction results, physicians can advise non-ACS patients
not to undergo an unnecessary coronary angiography.
Imputation for treating missing values was beneficial in

improving the overall prediction performance. Mean impu-
tation achieved an AUC of 0.860 with SVMs which is a
significant improvement over the results without imputa-
tion. However, in the experiments with imputation, the
aforementioned actionable information disappeared.

In patients with ACS, rapid revascularization of obstructive
coronary arteries is very important to improve prognosis [11,
12]. However, acute chest pain is associated with a variety of
cardiac or non-cardiac disease, including aortic dissection,
pericarditis, musculoskeletal pain, and reflux esophagitis,
and as well as ACS. Therefore, even well-trained physicians
cannot easily distinguish ACS from other non-ACS diseases
[13, 14]. In an emergency room or outpatient clinic, most
physicians distinguish the cause of acute chest pain through
clinical symptoms, ECG, and myocardial markers and then
decide whether to perform immediate revascularization [15].
However, in an outpatient clinic or outside the hospital, when
patients present acute chest pain, but ECG and myocardial
marker testing cannot be performed, physicians have to base
their diagnoses only upon clinical symptoms. In such ambig-
uous situations, the patient may experience a delay in being
transfered to the hospital or in treatment of reperfusion, which
is one of the main causes of poor prognosis [15]. Due to such
risks from uncertainty and the clinical significance of CAD
[16], doctors tend to perform CAG for any patient who claims
acute chest pain. However, only 30% of the patients with acute
chest pain who underwent CAG had actually been diagnosed
with CAD, that the chest pain was indeed due to CAD, and the
remaining 70% had non-cardiac chest pain [17, 18].

Fig. 2 Receiver operating characteristic (ROC) curves with SVM and
LDA classification using each set in Table 2. Data include
epidemiological data, clinical data, past medical history, and laboratory
data. The first set is made using all features, but only 3618 (ACS 884 +
Non-ACS 2738) number of data having all features without missing are
used, and the second set is made using all features except laboratory data
using 5838 (ACS 2311 + Non-ACS 3527) number of data without
missing. Two sets are additionally used with imputed data in all missing

features using two different imputation methods. SVMs and LDA are
trained and validated using these four sets. The area under curve (AUC)
for the set with mean imputation achieves the best performance of 0.860.
A detailed figure of the ROC curves on the left shows that the SVM
prediction without using laboratory data discriminates part of non-ACS
patients (2.60%) from ACS patients without failing to capture any ACS
patients
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In this study, we developed an ACS prediction model
using data from the electronic medical record (EMR).
The reason is as follows. In clinical trials of previous
studies, early risk stratification of ACS was developed
using data from clinical trials or registries. However in
clinical trials, elderly patients over 70 or multi-morbid
patients were excluded [19]. In registry studies, it is
difficult to obtain sufficient negative data because the
inclusion criteria depend on the final diagnosis and this
dependency leads to problems in the development of an
ACS prediction model [20]. Therefore, this study used
EMR data that can reflect the reality and accuracy of
real world situations for diagnosis of disease in real
time. In this study, we select algorithms, which can
perform with good generalization by resisting overfitting
in building an ACS prediction model. The results show
a 0.860 AUC in the prediction of ACS and non-ACS,

which indicates that the selected features apparently
have enough information for discriminating between
the two different clinical sets of patients. However,
more actionable information comes from training with
many data, which can be used by eliminating the fea-
tures with many missing data even though they are con-
sidered to be important. Using experiments with SVMs,
2.60% of the non-ACS patients were correctly classified
while all ACS patients were classified correctly. For
non-ACS patients, physicians can recommend against
performing an unnecessary coronary angiography.

Finally, the learning with LDA using the first feature
set in Table 2 provides the following information: ac-
cording to Fig. 3d, LDL is not an important factor by
itself. Traditionally, in order to prevent cardiovascular
disease, it has been a priority to reduce the level of
LDL first. However, residual cardiovascular risk still

Fig. 3 Projection of data along the extracted features. Horizontal
directions in (a) and (b) denote the discriminant directions obtained
from LDA and the direction of mean difference between the two
classes. Vertical directions in (a) and (b) are the directions of maximum
variance within the orthogonal space to the horizontal directions.
Figures (c) and (d) show the weight parameters of the horizontal
directions of (a) and (b), respectively. The features have been indexed

using those in Table 1: 1. Gender, 2. Age, 3. Systolic BP, 4. Diastolic BP,
5. HR, 6. CAD, 7. MI, 8. CABG, 9. PCI, 10. Hypertension, 11. DM, 12.
Hyperlipidemia, 13. CVA, 14. PCI, 15. History of Smoking, 16. Current
smoking, 17. TC, 18. LDL- cholesterol, 19. HDL-cholesterol, and 20.
TG. The yellow bars are the weight parameters for the extracted
discriminant features, and the blue plot displays the absolute values of
the weights
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exists even after optimal reduction of LDL using statins.
The results in Fig. 3c show that the decrease of LDL
alone is an unimportant factor for predicting the risk of
ACS. When other features are considered together with
LDL including high density lipoprotein (HDL) and tri-
glyceride (TG) which are known to be associated with
residual cardiovascular risk, then LDL becomes a sig-
nificant factor for the prediction of ACS [21].

This study has several limitations. First, there are a lot of
missing laboratory data for the patients not yet admitted to an
ED or outpatient clinic. In the machine learning algorithms for
prediction, there is no standard method of treating missing
data. We apply two widely-used imputation methods, but in
the future, we can try diverse methods of treating data with
missing elements including intensive investigation of the ef-
fect of imputation. In this work, the imputation did not pre-
serve the actionable information that can be used for selecting
a portion of non-ACS patients with high-confidence. In addi-
tion, a large cohort study should be followed to increase the
performance and to confirm the effect of actionable informa-
tion. The second limitation concerns uncertain labeling of
ACS requiring revascularization; in this study, there was dif-
ficulty in checking the vulnerable plaque burden of all coro-
nary arteries. In order to improve the accuracy of diagnosis of
ACS, imaging tools, such as intravascular ultrasound or opti-
cal coherence tomography, should be considered. Third, we
only use the pre-admission data from before admission to an
ED or outpatient clinic. However, post-admission data, such
as Electrocardiography (EKG) and cardiac enzymes, are very
important features for diagnosis of ACS. In the future, we are
planning to analyze the prediction of ACS using EKG and
cardiac enzymes as well to improve the accuracy of the diag-
nosis for ACS. Fourth, there is an important concern about the
population selected. In this study, we selected the patients who
had undergone coronary angiography due to acute chest pain.
As a result, these patients already had a high suspicion of
having ACS, so it creates selection bias. In the future, patients
with atypical or other non-cardiac chest pain should be ana-
lyzed together to overcome selection bias and the representa-
tiveness problem of ACS.

We investigated one prediction algorithm to select the high
risk group of patients with ACS requiring revascularization and
another to select the low risk group of non-ACS patients present-
ing angina-like symptoms at an early stage. Machine learning is
an important technique for the prediction of these events, and our
study of predicting ACS requiring revascularization using patient
data before observed chest pain can be used to reduce the diag-
nostic dilemma. The main obstacles to applying the machine
learning techniques are the missing data and uncertain labeling
of ACS causing the small number of available data and the
significant overlap between different classes, respectively.
Further research would be required to overcome these limitations
and to solve the delayed diagnosis problem.
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