1 Introduction

Recent years have seen impressive improvements in the scalability of POMDP solvers. However the optimal policy of most problems is still unknown. Since the computational complexity of finite horizon flat POMDPs is PSPACE-Complete (Papadimitriou and Tsitsiklis 1987), it is generally agreed that finding an optimal policy is most likely out of reach for all but tiny problems. As a result, most of the advances have focused on the development of scalable approximate algorithms. On that front, approximate algorithms routinely find good policies for many large problems (Hoey et al. 2010; Thomson and Young 2010). However, how good the policies are is a delicate question. Most policies can be evaluated in simulation, meaning that the expected value of the policy is only known up to some confidence interval that holds only with some probability. Some algorithms (including most point-based value iteration techniques) actually compute a lower bound on the value, which provides a guarantee. However, even if the value of the policy is known, it is not always clear how far from optimal it may be. To that effect some algorithms (e.g., HSVI2 (Smith and Simmons 2005), SARSOP (Kurniawati, Hsu, and Lee 2008), grid-based techniques (Lovejoy 1991; Brafman 1997; Hauskrecht 2000; Zhou and Hansen 2001) and some online search techniques (Ross et al. 2008)) also compute an upper bound on the value, but since this tends to be computationally expensive, tightness is often sacrificed for efficiency.

In practice, there is a need for explicit performance guarantees. A common approach to tackle sequential decision making problems consists of going through several rounds of modelling, policy optimization and policy simulation. After a while, domain experts involved in the modeling step will typically inquire about the optimality of the solution algorithm since a lack of optimality could explain questionable choices of actions and perhaps there is no need to further tweak the model. In general, many people outside of computer science do not trust computers and therefore will be more inclined to question the solution algorithm instead of the model, especially when the model is (partly) specified by a human. Furthermore, before deploying a computer generated policy into an industrial application, decision makers will often demand some kind of guarantee regarding the quality of the policy.

In this paper we describe a new algorithm called GapMin that minimizes the gap between upper and lower bounds by efficiently computing tighter bounds. Although our long-term goal is to compute bounds for factored problems, we restrict ourselves to flat problems in this paper. Note that flat problems are still interesting since the optimal value function of many benchmark problems on Cassandra’s POMDP website1 (some of which have served as benchmarks for more than 15 years) is unknown. Our approach is related to point-based value iteration techniques that perform a heuristic search (e.g., HSVI2 and SARSOP). GapMin differs from its predecessors in three important ways: i) a prioritized breadth first search is performed instead of a depth first search, ii) improvements to the upper bound are efficiently propagated with an augmented POMDP and iii) upper bound interpolation is performed exactly by linear programming instead of using the sawtooth relaxation. Here, i) leads to much more compact representations for the bounds and ii) is a technique borrowed from (Hauskrecht 2000) that reduces the number of upper bound interpolations, which al-
ows us to use linear programming at a negligible cost while obtaining tighter upper bounds. We tested the approach on 64 benchmark problems from Cassandra’s POMDP website. GapMin finds a near optimal solution (gap smaller than one unit at the 3rd significant digit) for 46 problems in less than 1000 seconds (in comparison to 32 problems for HSVI2 and 31 for SARSOP). GapMin also finds lower and upper bound representations that require significantly fewer \( \alpha \)-vectors and belief-bound pairs than HSVI2 and SARSOP.

The paper is structured as follows. Sec. 2 existing techniques to compute lower and upper bounds for POMDPs. Sec. 3 describes our new algorithm GapMin. Sec. 4 reports the results of the experiments on the suite of benchmark problems from Cassandra’s POMDP website. Finally, Sec. 5 concludes and discusses potential future work.

2 Background

In this section, we introduce some notation for partially observable Markov decision processes (POMDPs) and quickly review previous work to compute lower and upper bounds on the optimal value function.

2.1 Partially Observable Markov Decision Processes

Consider a POMDP \( \mathcal{P} \) specified by a tuple \((\mathcal{S}, \mathcal{A}, \mathcal{O}, \mathcal{T}, Z, R, \gamma, b_0)\) where \( \mathcal{S} \) is the set of states \( s \), \( \mathcal{A} \) is the set of actions \( a \), \( \mathcal{O} \) is the set of observations \( o \), \( \mathcal{T} \) is the transition function indicating the probability of reaching some state \( s' \) when executing an action \( a \) in state \( s \) (i.e., \( T(s', s, a) = \Pr(s'|s, a) \)), \( Z \) is the observation function indicating the probability of making an observation \( o \) after executing action \( a \) and reaching state \( s' \) (i.e., \( Z(o, s', a) = \Pr(o|s', a) \)), \( R \) is the reward function indicating the utility of executing action \( a \) in state \( s \) (i.e., \( R_a(s) \in \mathbb{R} \)), \( \gamma \in (0, 1) \) is the discount factor indicating by how much future rewards should be scaled at each step in the future and \( b_0 \) is the initial distribution over states (i.e., \( b_0(s) = \Pr_0(s) \)). Alternatively, we can also specify a POMDP \((\mathcal{S}, \mathcal{A}, \mathcal{O}, \mathcal{T}, Z, R, \gamma, b_0)\) by combining \( \mathcal{T} \) and \( Z \) into a single function \( T_Z(s', o, s, a) = T(s', s, a)Z(o, s', a) = \Pr(s'|o, s, a) \) that indicates the joint probability of state-observation pairs given previous state-action pairs. This alternative formulation will be useful in Section 3 when we specify an augmented POMDP. Since \( T \) and \( Z \) appear only as a product in the fast informed bound algorithm described in Section 2.3, it is sufficient to specify \( T_Z \).

Given a POMDP \( \mathcal{P} \), the goal is to find a policy \( \pi \) that maximizes the expected total rewards. Since the states are not observable, policies are mappings from histories of past actions and observations to the next action. However, this is not convenient since histories grow with the planning horizon. Alternatively, distributions over the hidden states, called beliefs, can be used as a substitute for histories since they are a finite-length sufficient statistic. The belief \( b \) at each time step can be updated based on the action \( a \) executed and the observation \( o \) received to obtain the belief \( b_{ao} \) at the next time step according to Bayes’ theorem:

\[
b_{ao}(s') \propto \sum_s b(s) \Pr(s'|s, a) \Pr(o|s', a)
\]

In this paper, we will assume that policies \( \pi : \mathcal{B} \to \mathcal{A} \) are mappings from beliefs to actions. The value \( V^\pi(b) \) of executing a policy \( \pi \) from a belief \( b \) is the expected sum of the rewards earned, which can be expressed recursively by:

\[
V^\pi(b) = R_\pi(b)(b) + \gamma \sum_o \Pr(o|b, \pi(b))V^\pi(b_\pi(o|b))
\]

Here \( R_\pi(b)(b) = \sum_s b(s)R(s, \pi(b)) \) and \( \Pr(o|b, \pi(b)) = \sum_{oa'} b(s) \Pr(s'|s, \pi(b)) \Pr(o|s', \pi(b)) \). An optimal policy \( \pi^* \) has an optimal value function \( V^* \) that is at least as high as the value of any other policy for all beliefs (i.e., \( V^*(b) \geq V^\pi(b) \forall b, \pi \)). The optimal value function satisfies Bellman’s equation:

\[
V^*(b) = \max_a R_a(b) + \gamma \sum_o \Pr(o|a, b)V^*(b_ao) \tag{1}
\]

Smallwood and Sondik (Smallwood and Sondik 1973) also showed that \( V^* \) is piece-wise linear and convex with respect to the belief space. This means that the optimal value function can be represented by a (possibly infinite) set \( \Gamma^* \) of \( \alpha \)-vectors that map each state \( s \) to some value \( \alpha(s) \) yielding linear functions in the belief space (i.e., \( \alpha(b) = \sum_s b(s)\alpha(s) \)). The optimal value function is the upper surface of the linear functions defined by the \( \alpha \)'s (i.e., \( V^*(b) = \max_{\alpha \in \Gamma^*} \alpha(b) \)). In some situations, it is also useful to consider the value \( Q^*(b, a) \) of executing an action \( a \) at \( b \) followed by \( \pi \). The optimal \( Q \) function (denoted \( Q^* \) ) is also piece-wise linear and convex and therefore can be represented by a set of \( \alpha \)-vectors.

Some algorithms do not represent policies directly as a mapping from beliefs to actions. Instead they use a value function or \( Q \)-function to implicitly represent a policy. The action of a specific belief \( b \) is the action that leads to the largest value according to \( Q \) (i.e., \( \pi(b) = \arg \max_a Q_a(b) \)) or a one step lookahead with \( V \):

\[
\pi(b) = \arg \max_a R_a(b) + \gamma \sum_o \Pr(o|a, b)V(b_ao) \tag{2}
\]

Algorithms to optimize a policy can generally be divided in two groups: offline algorithms (e.g., most value iteration and policy search algorithms) that pre-compute a policy which is executed with minimal computation at runtime and online algorithms that do not pre-compute anything, but instead perform a forward search from the current belief at each step to select the next action to execute. In practice, it is best to combine offline and online techniques to pre-compute a reasonable policy (or value function), which is then refined online by a forward search. In this paper, we focus on the offline computation of lower and upper bounds for the optimal value function. Such bounds may be used to guide an online search and to provide performance guarantees.
A simple and fast lower bound $Q$ on the $Q$-function can be computed by finding the value function of blind strategies (Hauskrecht 1997) that ignore all observations by always executing the same action (see Alg. 1). In this algorithm, each vector $\bar{Q}_s$ is the value function of the blind strategy that always executes $a$, which is a lower bound for the optimal $Q$-function.

Point-based value iteration techniques (Pineau, Gordon, and Thrun 2006; Spaan and Vlassis 2005; Smith and Simmons 2005; Kurniawati, Hsu, and Lee 2008; Shani, Brafman, and Shimony 2007) gradually refine a lower-bound of the optimal value function. Given a set $B$ of belief points $b$, they iteratively compute the value of each belief $b$ with its gradient. Since the optimal value function is convex, they find a set $\Gamma$ of hyperplanes known as $\alpha$-vectors that provide a lower bound on the optimal value function. Alg. 2 describes a generic point-based value iteration technique. Specific implementations differ in how the set of belief points is chosen as well as the order in which the value (and gradient) of each belief point is updated. Since the only relevant beliefs are those that are reachable from the initial belief $b_0$, a popular approach consists of growing the set of belief points with the beliefs visited while executing a heuristic policy (Smith and Simmons 2005; Kurniawati, Hsu, and Lee 2008; Shani, Brafman, and Shimony 2007). In particular, when this policy is obtained by a one step lookahead (Eq. 2) with respect to a decreasing upper bound of the value function, then convergence to the optimal value function is guaranteed (Smith and Simmons 2005). This approach can be further refined to focus on the beliefs reachable by the optimal policy by adapting the belief set as the heuristic policy changes (Kurniawati, Hsu, and Lee 2008).

### Algorithm 1: Blind Strategies

**Inputs:** $\mathcal{P}$

**Output:** lower bound $Q(s)$

$Q(s) \leftarrow \min_{a} R_a(s)/(1 - \gamma) \quad \forall a, s$

**repeat**

$Q(s) \leftarrow R_a(s) + \gamma \sum_{s'} \Pr(s'|s, a)Q(s') \forall a, s$

**until** convergence

### Algorithm 2: Point-based Value Iteration

**Inputs:** $\mathcal{P}$ and $\mathcal{B} = \{b_1, \ldots, b_{|\mathcal{B}|}\}$

**Output:** lower bound $Q(s)$

$Q(s) \leftarrow \min_{a} R_a(s)/(1 - \gamma) \quad \forall a, s$

**repeat**

$Q(s) \leftarrow R_a(s) + \gamma \sum_{s'} \Pr(s'|s, a)Q(s') \forall a, s$

**until** convergence

### Algorithm 3: Fast Informed Bound

**Inputs:** $\mathcal{P}$

**Output:** upper bound $Q(s)$

$Q(s) \leftarrow \max_{a} R_a(s)/(1 - \gamma) \quad \forall a, s$

**repeat**

$Q(s) \leftarrow R_a(s) + \gamma \sum_{s'} \Pr(s'|s, a)Q(s') \forall a, s$

**until** convergence

### 2.3 Upper Bounds

Algs. 3 describes the fast informed bound (FIB) (Hauskrecht 2000), which is a simple and fast upper bound $Q$ on the optimal $Q$-function. The update in the second last line of Alg. 3 yields an upper bound because the maximization over $a'$ is taken independently for each state $s$ instead of each belief $b$. Note also that the transition and observation functions only appear as a product, hence the product could be replaced by $TZ(s', \alpha, s, a)$.

In some situations, we can compute an upper bound on the value function at specific belief points. Let $V = \{v_1, \ldots, v_n\}$ denote a set of belief-bound pairs such that $V(b_i) = v_i$ returns an upper bound $v_i$ at $b_i$. Since $V$ is only defined at a specific set of beliefs, we will call this set the domain of $V$ (i.e., $dom(V)$).

It is often useful to infer an upper bound on the beliefs outside of the domain of $V$. Since the optimal value function is convex, we can interpolate between the beliefs of the domain by solving a linear program. In particular, Alg. 4 shows how to compute the smallest upper bound possible for any belief $b$ given upper bounds $Q$ and $V$ on the optimal $Q$-function and value function. In addition to computing a bounding value $v^*$, the algorithm returns the lowest convex combination $c^*$ of beliefs (i.e., distribution $c^*(b)$) of beliefs $b \in dom(V)$.

However, since linear programs are computationally expensive, a sawtooth approximation (Hauskrecht 2000) (Alg. 5) is used in most of the art algorithms including HSVI2 and SARSOP. This approximation finds the best interpolation that involves one interior belief with $|S| - 1$ extreme points of the belief simplex (denoted by $e_s$ in Alg. 5). The computation time is only $O(|dom(V)| |S|)$ and the approximation becomes exact in the limit when $dom(V)$ contains the entire belief space. So there is a tradeoff: a polynomial amount of computation is saved by avoiding linear programs, but more belief-bound pairs may be necessary to achieve the same level of accuracy. In the worst case, the increase in the number of belief-bound pairs may be exponential since it takes exponentially many beliefs to densely cover an $|S|$-dimensional space. Alternatively, one can reduce the number of interpolations by caching the distributions $e^*$ that are repeatedly computed at the same beliefs (Hauskrecht 2000). We will apply this technique to mitigate the cost of LP interpolations, while ensuring a bound that is as tight as possible.

### 3 Closing the Gap

We propose a new algorithm called GapMin that minimizes the gap between lower and upper bounds on the optimal
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\[ \text{UB (LP upper bound interpolation)} \]

\[
\text{Inputs: } \mathcal{P}, b, Q \text{ and } V
\]

\[
\text{Outputs: upper bound } v^* \text{ and distribution } c^*
\]

\[
v \leftarrow \max_a \sum_{s} b(s) Q_a(s)
\]

LP: \[ c^* \leftarrow \arg \min_c \sum_{b \in \text{dom}(V)} (c(b) \bar{V}(b)) \]
\[ \text{s.t. } \sum_{b \in \text{dom}(V)} c(b) b(s) = b(s) \quad \forall s \]
\[ c(\bar{b}) \geq 0 \quad \forall \bar{b} \in \text{dom}(\bar{V}) \]

\[
v^* \leftarrow \min(v, \sum_{b \in \text{dom}(V)} c^*(b) \bar{V}(b))
\]

\[
\text{Algorithm 5 UB (sawtooth upper bound interpolation)}
\]

\[
\text{Inputs: } \mathcal{P}, b, Q \text{ and } V
\]

\[
\text{Outputs: upper bound } v^* \text{ and distribution } c^*
\]

\[
v \leftarrow \max_a \sum_{s} b(s) Q_a(s)
\]

for each \( b \in \text{dom}(V) \setminus \{e_s | s \in \mathcal{S}\} \) do

\[
c(\bar{b}) \leftarrow \min_c b(s) / b(s)
\]
\[ f(\bar{b}) \leftarrow V(\bar{b}) - \sum_s b(s) \bar{V}(e_s) \]
end for

\[
b^* \leftarrow \text{argmin}_c (c(b) f(\bar{b}) + \sum_s b(s) \bar{V}(e_s))
\]
\[ v^* \leftarrow \min(v, c(b^*) + \sum_s b(s) \bar{V}(e_s))
\]
\[ c^*(e_s) \leftarrow (b(s) - \sum_{b \in \text{dom}(V) \setminus \{e_s\}} b(s) c(\bar{b})) \quad \forall s
\]
\[ c^*(b^*) \leftarrow c(b^*) \quad \text{and } c^*(\bar{b}) \leftarrow 0 \quad \forall \bar{b} \neq \bar{b}^*
\]

value function. The algorithm gradually increases a lower bound by point-based value iteration similar to previous techniques. It distinguishes itself from previous algorithms in the upper bound computation and the exploration technique. The upper bound \( \bar{V} \) is gradually decreased by finding belief points for which the upper bound is not tight and adding them to the domain of \( \bar{V} \). Each time some new belief-bound pairs are added to \( \bar{V} \), the reduction is propagated to other reachable beliefs. This can be done efficiently by constructing an augmented POMDP and computing the fast informed bound of this augmented POMDP. As a result, we do not need to interpolate between the belief-bound pairs of \( V \) too often and using LP-interpolation instead of sawtooth interpolation does not make a big difference in the overall running time.

GapMin (Alg. 6) executes four major steps repeatedly: a) it finds belief points \( \bar{B} \) at which the lower bound is not optimal and belief-bound pairs \( \Gamma' \) that improve the upper bound, b) point-based value iteration is then performed to update the set \( \Gamma \) of \( \alpha \)-vectors that represent the lower bound, c) an augmented POMDP \( \mathcal{P}' \) is constructed with the new belief-bound pairs and d) the improvements induced by the new belief-bound pairs are propagated throughout the upper bound by computing the fast informed bound of \( \mathcal{P}' \). GapMin is reminiscent of policy iteration techniques in the sense that it alternates between finding beliefs at which the bounds can be improved and then propagating the improvements through the bounds by policy evaluation-like techniques. Similar to HSVI2 and SARSOP, the bounds in GapMin are also guaranteed to converge to the optimal value function in the limit.

Alg. 7 describes a search for beliefs at which the lower or upper bound is not tight. This search is done in a breadth-first manner with a priority queue that ranks beliefs according to a score that measures the gap between the upper and lower bound at the belief weighted by the probability of reaching this belief. In contrast, HSVI2 and SARSOP perform their search in a depth-first manner, which tends to find beliefs that are deeper, but less significant for the overall bounds. Hence, it is often the case that fewer beliefs are needed to construct exactly tight bounds when the beliefs are found by a breadth-first search. The search selects actions according to a one-step look ahead with the upper bound \( \bar{V} \). This is the same action selection strategy as for HSVI2 and SARSOP, which ensures that actions are tried until they become suboptimal. This guarantees that upper and lower bounds will converge to the optimal value function in the limit. The beliefs reached based on each observation are scored by measuring the gap between the upper and lower bound weighted by the probability of reaching that belief. The beliefs with a gap lower than some tolerance threshold (adjusted based on the discount factor and search depth) are discarded since their contribution to the gap of the initial belief is negligible. The remaining beliefs are inserted in the priority queue in order of decreasing score. At each visited belief, we verify whether the lower and upper bounds can be tightened by a one-step look ahead search. The search terminates when the queue is empty or a pre-determined number of suboptimal beliefs have been found. It returns a set \( \bar{B} \) of beliefs for which the lower bound can be improved and set \( \bar{V} \) of belief-bound pairs that improve the upper bound. The priority queue ensures that beliefs are examined in decreasing order of potential contribution to the gap of the initial belief.

Given a set of belief-bound pairs \( \bar{V} \), we can propagate any improvement to the upper bound by repeatedly computing the following update for each \( (b, v) \in \bar{V} \):

\[
v = \max_a R_a(b) + \gamma \sum_a \Pr(o | b, a) UB(b_{ao}, \bar{Q}, \bar{V})
\]

However, notice that the number of calls to the upper bound interpolation function \( UB \) is \(|\mathcal{A}| |\mathcal{O}| \) per update and to fully
Algorithm 7 Suboptimal Beliefs

Inputs: \( P, Q, V, \Gamma \) and tolerance
Output: lower bound beliefs \( \overline{V} \) and upper bound \( \bar{V} \)
\[
\text{score} \leftarrow \max_{a \in A} R_a(b) + \sum_{o \in O} \Pr(o|b,a) \cdot UB(b,a,o) - UB(b), Q, V
\]
\[
\text{queue} \leftarrow \{(b, \text{gap}, 1, 0)\}
\]
while queue \( \neq \emptyset \) do
\[
\langle b, \text{score, prob, depth} \rangle \leftarrow \text{pop}(/text{queue})
\]
\[
a^* = \arg\max_a R_a(b) + \sum_{o \in O} \Pr(o|b,a) \cdot UB(b,a,o, Q, V)
\]
\[
\overline{\text{val}} = R_a(b) + \sum_{o \in O} \Pr(o|b,a^*) \cdot UB(b,a^*, o, \bar{Q}, \bar{V})
\]
\[
\text{val} = UB(b, Q, V)
\]
if \( \text{val} - \overline{\text{val}} > \text{tolerance} \) then
\[
\bar{V} \leftarrow \bar{V} \cup \{(b, \overline{\text{val}})\}
\]
end if
\[
\text{val} = R_a(b) + \sum_{o \in O} \Pr(o|b,a^*) \cdot UB(b,a^*, o, \bar{Q}, \bar{V})
\]
\[
\text{val} = UB(b, Q, V)
\]
if \( \text{val} - \text{val} > \text{tolerance} \) then
\[
\overline{\text{V}} \leftarrow \overline{\text{V}} \cup \{b\}
\]
end if
\[
depth \leftarrow depth + 1
\]
for each \( o \in \mathcal{O} \) do
\[
\text{gap} = \max_{a \in A} \alpha(b_a) - UB(b_a, Q, V)
\]
if \( \gamma^{\text{depth}} \cdot \text{gap} > \text{tolerance} \) then
\[
\text{prob}_o \leftarrow \text{prob}_o \cdot \Pr(o|b,a^*)
\]
\[
\text{score} = \text{score} + \gamma^{\text{depth}} \cdot \text{gap}
\]
\[
\text{queue} \leftarrow \text{insert}(\text{queue}, (b_a^*, \text{score, prob}_o, \text{depth}))
\]
end if
end for
end while

Algorithm 8 Augmented POMDP

Inputs: \( P = \langle S, A, O, T, Z, R, \gamma, b_0 \rangle \) and \( Q \)
Output: \( P' = \langle S', A, O, \mathcal{T}, R', \gamma, b_0' \rangle \)
\[
S' \leftarrow \text{dom}(\bar{V})
\]
for each \( b \in S' \), \( a \in A, o \in \mathcal{O} \) do
\[
\langle \text{val}, c \rangle \leftarrow UB(b, a, o, Q, V)
\]
\[
\mathcal{T}(b, a, o) \leftarrow c(b') \cdot \Pr(o|b,a) \quad \forall b' \in S'
\]
end for
\[
R'_a(b) \leftarrow \sum_s b(s) R_a(s) \quad \forall a \in A, b \in S'
\]
\[
\langle \text{val}, b_0' \rangle \leftarrow UB(b_0, Q, V)
\]

LP caching is equivalent to solving a discrete belief MDP (Lovejoy 1991; Hauskrecht 2000). The interpolation essentially re-maps each \( b_a \) to a convex combination of beliefs in the domain of \( V \). Since the domain of \( V \) always contains the extreme points of the belief simplex, which correspond to each state, we can view this belief MDP as an augmented POMDP with additional states corresponding to the interior beliefs of the domain of \( V \). Alg. 8 describes how to construct this augmented POMDP. The combined transition and observation function \( \mathcal{T} \) is obtained by the convex combination of each reachable belief \( b_a \) according to \( V \). Finally, we perform the propagation of the improvements by computing the fast informed bound of this augmented POMDP according to Alg. 3.

4 Experiments

We experimented with the suite of benchmark problems posted on Cassandra’s POMDP website.\(^2\) Out of the 68 problems, we discarded four of them (1d.noisy, 4x4.95, baseball and bulkhead.A) due to parsing issues and report results for the remaining 64 problems. Whenever the discount factor was 1, we changed it to 0.999 and whenever there was no start belief, we set it to a uniform distribution over the entire state space. We compare GapMin with sawtooth (ST) and LP interpolation to HSVI2 and SARSOP by running the implementations provided in the ZMDP\(^3\) and APPL\(^4\) packages.

We ran the four algorithms on each problem to compare the quality of the lower and upper bounds as well as the size of their representations. Each run was terminated as soon as the gap between the lower and upper bound was less than one unit at the 3rd significant digit or when 1000 seconds was reached. GapMin found a near optimal policy (gap less than one unit at the third significant digit) for 46 problems (out of 64) in comparison to 32 for HSVI2 and 31 for SARSOP. In Tables 1 and 2, we report the results for the 33 problems that were not solved (near) optimally by all solvers. For each problem, (near) optimal gaps are highlighted and when none of the techniques find a (near) optimal gap, the smallest gap is highlighted. Among the 18 problems that were not solved (near) optimally by any solver, GapMin with LP interpolation found the smallest gap for 7 problems in compar-

\(^2\)http://www.cassandra.org/pomdp/index.shtml
\(^3\)http://www.cs.cmu.edu/~trey/zmdp/
\(^4\)http://bigbird.com.nus.edu.sg/pmwiki/farm/appl/
Table 1: Results: comparison of the gap, lower bound (LB), upper bound (UB), # of $\alpha$-vectors ($|\Gamma|$) to represent the upper bound, # of belief-bound pairs ($|\mathcal{V}|$) to represent the upper bound and time (seconds) for runs terminated after 1000 seconds or when the gap is less than one unit at the 3rd significant digit.

| Problem | Algorithm | Gap LB | UB | $|\Gamma|$ | $|\mathcal{V}|$ |
|---------|-----------|--------|-----|----------|----------|
| problem 1 | hsvi2 | 9.0 | 535 | 444 | 4729 | 9.999 |
| | | 9.5 | 553 | 2 | 48 | 9.999 |
| | | 10.3 | 534 | 444 | 136 | 510 | 673 |
| | | 7.6 | 536 | 444 | 152 | 383 | 986 |
| problem 2 | hsvi2 | 38 | 127 | 1450 | 2002 | 9.999 |
| | | 74 | 117 | 1252 | 86 | 1245 | 999 |
| | | 113 | 1136 | 1249 | 44 | 701 | 800 |
| | | 111 | 1316 | 1247 | 46 | 422 | 799 |
| problem 3 | hsvi2 | 11 | 6417 | 6424 | 16 | 9.999 |
| | | 15 | 6417 | 6432 | 10 | 1836 | 1000 |
| | | 10 | 6412 | 6422 | 8 | 8 | 25 |
| problem 4 | hsvi2 | 12 | 8240 | 8252 | 6 | 866 | 1000 |
| | | 10 | 8235 | 8243 | 8 | 33 | 56 |
| | | 12 | 8251 | 8269 | 8 | 55 | 78 |
| | | 10 | 8282 | 8283 | 8 | 65 | 78 |
| problem 5 | hsvi2 | 105 | 7457 | 7562 | 13 | 9.999 |
| | | 129 | 7457 | 7585 | 8 | 2437 | 999 |
| | | 10 | 7452 | 7462 | 7 | 15 | 37 |
| problem 6 | hsvi2 | 41 | 8527 | 8668 | 9 | 15 | 37 |
| | | 48 | 8527 | 8575 | 5 | 15 | 37 |
| | | 10 | 8582 | 8583 | 8 | 65 | 78 |
| | | 10 | 8582 | 8583 | 8 | 65 | 78 |
| problem 7 | hsvi2 | 22 | 6882 | 6939 | 6 | 63 | 999 |
| | | 34 | 8673 | 8706 | 10 | 2704 | 1000 |
| | | 10 | 8686 | 8678 | 9 | 28 | 34 |
| problem 8 | hsvi2 | 167 | 6715 | 6882 | 9 | 1999 |
| | | 180 | 6715 | 6894 | 10 | 6222 | 1000 |
| | | 10 | 6710 | 6720 | 11 | 576 | 555 |
| | | 10 | 6711 | 6721 | 11 | 45 | 288 |
| problem 9 | hsvi2 | 63 | 8811 | 8443 | 22 | 999 |
| | | 71 | 8811 | 8443 | 8 | 2318 | 1000 |
| | | 10 | 8876 | 8836 | 12 | 323 | 135 |
| | | 10 | 8876 | 8836 | 12 | 323 | 135 |
| problem 10 | hsvi2 | 60 | 7660 | 7721 | 11 | 4720 | 1000 |
| | | 10 | 7656 | 7666 | 11 | 144 | 91 |
| | | 10 | 7656 | 7666 | 11 | 144 | 91 |
| problem 11 | hsvi2 | 65 | 7670 | 7735 | 18 | 999 |
| | | 69 | 7669 | 7738 | 6 | 1371 | 1000 |
| | | 10 | 7665 | 7675 | 16 | 362 | 313 |
| | | 10 | 7665 | 7675 | 16 | 362 | 313 |
| problem 12 | hsvi2 | 91 | 7884 | 7975 | 35 | 999 |
| | | 96 | 7884 | 7980 | 14 | 2584 | 1000 |
| | | 10 | 7879 | 7889 | 19 | 453 | 415 |
| | | 10 | 7879 | 7889 | 19 | 453 | 415 |
| problem 13 | hsvi2 | 59 | 6545 | 6608 | 19 | 999 |
| | | 64 | 6549 | 6613 | 9 | 3002 | 999 |
| | | 10 | 6545 | 6554 | 125 | 26 |
| | | 10 | 6545 | 6554 | 125 | 26 |
| problem 14 | hsvi2 | 56 | 6769 | 7338 | 6 | 1371 | 1000 |
| | | 59 | 6769 | 7338 | 6 | 1371 | 1000 |
| | | 10 | 6765 | 7675 | 16 | 362 | 313 |

Table 2: Results continued (1000 seconds limit).

| Problem | Algorithm | Gap LB | UB | $|\Gamma|$ | $|\mathcal{V}|$ | Time |
|---------|-----------|--------|-----|----------|----------|------|
| query 2 | hsvi2 | 4.2 | 490.7 | 495.0 | 1366 | 992 |
| | | 0.8378 | 0.0000 | 0.8378 | 1 | 123 | 802 |
| cost | hsvi2 | 0.222 | 2.446 | 2.668 | 981 | 4094 |
| | | 0.7962 | 0.0000 | 0.7962 | 1 | 99 | 930 |
| machine | hsvi2 | 3.49 | 61.8 | 66.66 | 662 | 992 |
| | | 3.57 | 63.18 | 66.75 | 150 | 2742 |
| | | 2.98 | 62.93 | 65.90 | 77 | 476 |
| cvxopt | hsvi2 | 0.0865 | 0.1889 | 0.8854 | 2820 | 1661 |
| | | 0.0631 | 0.6167 | 0.8383 | 2010 | 1446 |
| | | 0.0631 | 0.6167 | 0.8383 | 2010 | 1446 |
| enet | hsvi2 | 18.31 | 49.15 | 67.46 | 3956 | 998 |
| | | 16.91 | 48.98 | 53.85 | 3069 | 1465 |
| | | 17.67 | 48.99 | 53.75 | 1212 | 1879 |
| | | 15.42 | 49.97 | 65.39 | 281 | 1144 |
| cvxopt | hsvi2 | 0.0665 | 0.1889 | 0.8854 | 2820 | 1661 |
| | | 0.0631 | 0.6167 | 0.8383 | 2010 | 1446 |
| | | 0.0631 | 0.6167 | 0.8383 | 2010 | 1446 |
| enet | hsvi2 | 18.31 | 49.15 | 67.46 | 3956 | 998 |
| | | 16.91 | 48.98 | 53.85 | 3069 | 1465 |
| | | 17.67 | 48.99 | 53.75 | 1212 | 1879 |
| | | 15.42 | 49.97 | 65.39 | 281 | 1144 |

Figure 1 compares the lower and upper bounds for long running times on 8 of the 18 problems that were not solved optimally by any of the solvers. The circles correspond to GapMin with LP interpolation, stars to GapMin with sawtooth interpolation, solid lines to HSVI2 and the dash-dotted lines to SARSOP. The GapMin variants clearly outperform HSVI2 and SARSOP on 5 of the problems (hallway, hallway, machine, tiger-grid). GapMin with LP interpolation also finds a tighter upper bound, but a slightly looser lower bound for iff. It did not perform well on cit and pentagon. This can be explained by the fact that the upper bound for those two problems was already quite good and most of the work was about tightening the lower bound for which GapMin has no advantage over HSVI2 and SARSOP.
Figure 1: Comparison of lower and upper bounds for GapMin with LP interpolation (circles), GapMin with sawtooth interpolation (stars), HSVI2 (solid line) and SARSOP (dash-dotted line)
In Table 3, we report the size of the lower and upper bound representations found by the algorithms at 50000 seconds for the same 8 problems as in Fig. 1. The GapMin variants clearly find more compact representations than SARSOP and HSVI2. Also, GapMin with LP interpolation slightly outperforms GapMin with sawtooth interpolation.

Finally, we discuss the running time of GapMin. It is interesting to note that GapMin is implemented in Matlab and uses CPLEX to solve LPs where as HSVI2 and SARSOP are heavily optimized C implementation that avoid linear programs. Nevertheless GapMin performs very well as evident from the experiments. This can be explained by the fact that the breadth-first search finds more important beliefs for the bounds and therefore fewer α-vectors and belief-bound pairs are necessary to represent the bounds. Furthermore, we reduced the number of upper bound interpolations, which allows linear programming to be used at a negligible cost while improving the tightness of the upper bounds.

5 Conclusion

In this paper, we described a new algorithm called GapMin that strives to compute tight upper and lower bounds of the optimal value function. It addresses the need for performance guarantees that practitioners often encounter. GapMin differs from previous state of the art point-based approaches by performing a prioritized breadth-first search, efficiently propagating upper bound improvements with an augmented POMDP and computing exact interpolations by linear programming. When tested on the suite of benchmark problems from Cassandra’s POMDP website, GapMin found a near optimal solution (gap smaller than one unit at the third significant digit) in less than 10000 seconds for 46 problems (out of 64) in comparison to 32 problems for HSVI2 and 31 for SARSOP. GapMin also finds representations for the lower and upper bounds that are 1.5 to 50 times more compact than HSVI2 and SARSOP for the more difficult problems (Table 3). Our next step is to extend GapMin to factored POMDPs. The main issue is that LP interpolation yields linear programs with exponentially many variables and constraints. However, it should be possible to use column and constraint generation techniques similar to what has been done to tackle factored MDPs by linear programming (Guèstrin et al. 2003; Schuurmans and Patrascu 2001).
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